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Abstract. With the evolving Internet of Things (IoT), the number of
smart devices we interact in our day-to-day life has significantly in-
creased. The nature of human interaction with these devices must be
perceived, because too much complexity could lead to the risk of IoT
appearing unattractive for users or the system losing its efficiency, re-
gardless of its potential. Therefore, it is important to address problems
in Human Device Interactions to provide a high-quality User Experience
(UX) in the emerging IoT.
This paper proposes a roadmap to address the complexities associated
with human smart device (sensor or actuator) interaction through a
methodology that incorporates context awareness in Augmented Reality
(AR) using semantic Web technologies. Further, we analyse the use of
Natural User Interfaces (NUI), such as hand gestures and gaze, to provide
noninvasive and intuitive interaction in optimising the user experience.

Keywords: Semantic Web · Augmented Reality · Internet of Things ·
Smart Devices · Natural User Interfaces

1 Introduction

With the proliferation of IoT [63], the number of sensors deployed around the
world started to grow at a rapid pace. With the increased demand created for
smart devices (hereafter the term smart device includes sensors as well as actu-
ators) [11], per unit prices of these are drastically decreasing which henceforth
creates a high demand for building smart environments such as smart homes,
automobiles, digital farming, modern smart hotel rooms, future cities etc. [45].
Statistics show that the total installed base of IoT connected devices is projected
to increase to 75.44bn worldwide by 2025, a fivefold increase in ten years [63] and
the number of network-connected smart devices per person around the world is
predicted to grow from 0.08 to 6.58 [63].

Further, with this rapid evolvement of IoT [50,31], a human will often be
confronted with smart devices which they are not familiar with. The number
of smart devices that a human interacts in our day-to-day life has already sig-
nificantly increased [45]. We face situations where either we have to interact
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with smart devices which we are not aware of the context and connections or
have forgotten how to interact with due to the rapid growth of the number of
devices that a modern human interacts with. Thus, a person must refer to alter-
nate information sources to adduce context and details, such as user manuals or
questions, or learning from an expert. This problem challenges the use of current
systems that are built to establish HSI (in this paper Human Sensor Interaction
(HSI) will be used synonymous with the phrase ‘Human Device Interaction’).
A key element of HSI is to provide access to the diverse information of smart
devices that are relevant to a user in a given context, in the most convenient and
usable way. Today, there are smart sensor hubs such as Amazon echo [13] and
Google Home [23] which provide a HSI interface where users can use their voice
to operate in a ‘pre-configured’ environment and where users know what sensors
and actuators to interact with and how to. However, to interact with a specific
sensor, a user must memorize and know the exact label that they have given
to the sensor in order to establish an interaction through voice commands. In a
real-world situation, these smart devices are built for different usages to different
persons. Inability to provide user specific information is where the systems have
failed to deliver a high-quality user experience. It remains as a challenge and an
ongoing research area in IoT.

The above challenges can be further exemplified through a phenomenon in
the domain of tourism and leisure. Currently, the world is rapidly moving towards
automating customer experiences, especially in the hotel industry. Research and
surveys are conducted to leverage the discomfort of being away from home and
offer a better user experience in such situations [42,49]. As such, in the future,
hotel rooms will consist of more sensors to provide better UX. In a modern
hotel, even at the present day, the guest must try out several switches, remotes
and potentially audio commands, read the hotel room manual or call the hotel
reception to figure out how to operate smart doors, window blinds, adjust the
thermostat, operate the audio system and the TV, etc. This is a very tedious
task and sometimes a user may give up on some of the available features and
will not gain the full experience that the environment offers. Key problems that
ensue are how exactly are the users going to interact with those smart devices?

Therefore, to deliver a noninvasive interaction between human and smart de-
vices, and to provide a better UX, we are aiming to utilize/consider a blend of
semantic Web technologies, Augmented Reality technology along with Natural
User Interfaces (NUIs) such as gaze, voice or hand gestures in HSI. In our re-
search roadmap, we are investigating how one could use eye gaze to detect, and
hand gestures or voice to interact with these feature-unfamiliar smart devices.
That means we try to eliminate the burden of memorizing devices and their
functionality in order to interact with them. Therefore, by looking at a smart
device, the user should be able to read out and comprehend the capabilities of
the device. Later these interactions should be made possible via hand gestures
or voice.

Since this research is in its investigation phase we structured the paper as
follows. Section 2 provides a discussion of the use of AR technology and we re-
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view and analyse Microsoft’s HoloLens capabilities in regards to the identified
challenges. Section 3 provides our definition of context, and why context is an
important factor to consider. Section 4 discusses how we intend to incorporate
semantic Web technologies to model the device capabilities and its context. Sec-
tion 5 contains an analysis of how semantic Web technologies could blend with
AR to provide better context-awareness. We propose a novel AR and semantic
Web technology blend to address this problem and conclude the paper with a
discussion section.

2 AR as a tool to enable Human-Device Interactions

2.1 Use of Augmented Reality

Augmented Reality (AR) is a field in computer science which uses computer
vision-based techniques that enable superimposing interactive graphical content
such as 2D and 3D multimedia content, on top of the view of real objects [59].
Therefore, AR could be used as a powerful visualization medium [59] to conve-
niently facilitate HSI. Its potential to blend real and virtual objects has opened
up new opportunities for building interactive and engaging applications in mul-
tiple application domains [60]. AR has already been used in various domains
to provide a better UX, for example, in Education [8,32,68], Marketing [70,16],
Military [43,44], Medicine [12,34,52], Tourism [28,66], Entertainment [3,26,39]
etc.

Looking at its widespread deployment in different use cases across multiple
domains, we are aiming to investigate how successful it will be in addressing
the aforementioned HSI challenges. In our research, we are aiming to utilize AR
technology to extend a user’s view in order to present them additional informa-
tion regarding a smart device in the form of virtual content to then provide a
mode of NUI to establish interaction between the smart device and the user.

Presently, AR technology has shown remarkable progress in building
consumer-level hardware and use of it has spread rapidly in recent years [22,5,38].
It is estimated that by 2020, there will be 1 billion AR users where AR revenues
will surpass Virtual Reality (VR) revenues [47]. Starting from Feiner et al’s
Head Mount Display (HMD) that was connected to a backpack containing a
laptop and sensors such as GPS and gyroscopes [20], the technology has re-
cently shrank to the size of handheld displays (HHD) such as mobile phones1 2

which have widened the access to AR experiences [56]. Research conducted by
Billinghurst et al. utilizes both HMDs and HHD to provide better UX [15]. Ad-
vancement in processing and graphical performance of computing hardware and
quickly growing bandwidth of mobile networks has been one of the key reasons
behind this [60]. With these advances in the field of AR, the use of AR HMD
such as Microsoft HoloLens (HL) is proposed in this research to track gaze ac-
tions and visualize content noninvasively to users. Further, this HMD is capable

1 Google ARCore - https://developers.google.com/ar/discover/
2 Apple ARKit - https://developer.apple.com/documentation/arkit
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of identifying gaze points and recognizing hand gestures and voice. Thus, we
will be utilizing these features in our proposed roadmap. The most critical func-
tionalities of AR HMD are 1) Identifying the smart device a user is gazing at;
2) displaying relevant information to the user; 3) identifying user’s hand ges-
tures; 4) interpreting the hand gestures; and 5) communicating the interpreted
information to the smart device. However, a key element of this research is how
to present contextual information to users. Thus, in section 2.2, we investigate
HoloLens’ capability to identify smart devices located in physical environments
with contextual information.

2.2 Analysis of AR HMD capabilities

Blending AR with natural user interaction methods like hand gestures, gaze and
voice is a potential approach to make noninvasive and intuitive HSI. Therefore, in
this section, we investigate the required capabilities of an AR HMD to potentially
identify physical devices with their contextual knowledge.

If a user could get instructions on how to operate a smart device by looking
at it (via visual instructions), we assume, that it saves time and maximizes the
UX. Later, if the user can also interact via hand gestures or voice with the same
device, in use cases such as smart hotel rooms, it would further improve the UX.

Yet, in each of these cases, the intermediate layer (which is the AR HMD)
must be able to detect, and identify smart devices correctly. Then the HMD
should be able to provide relevant information according to the user’s context.
For example, a frequent traveller to a specific hotel, does not need to know
each information anew every time, thus the HMD need to be able to identify
the user. A TV in a suite and a regular double room might look similar but
might have different capabilities, thus the HMD needs to be able to identify
its location. Likewise, depending on the contextual information the interaction
will vary. Hence, looking at the problem holistically, we identified three main
questions to be answered.

1. How could an AR HMD device detect and identify physical sensors and
actuators within its context?

2. How could user preferences be extracted and generate contextually relevant
information to a user?

3. How could this contextual information be added, maintained and altered
without the help of experts in the AR domain?

As a contemporary example, we analysed Microsofts HL to see whether we
can only use an AR HMD without integrating it with any other physical element
to address these challenges. Looking at question 1, it seems it can be addressed
with computer vision-based object detection techniques [64] along with an AR
HMD. However, contextual information could be absent from these systems with-
out prior authoring (pre-configurations).

Automatic detection and segmentation of unknown objects in unknown envi-
ronments is still work-in-progress for computer vision researchers [36,69]. Many
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existing object detection and segmentation methods assume prior knowledge
about the object or human interference [37]. Even though techniques like seg-
mentation, zero-shot learning and self-supervised learning can lead to developing
the ability to predict an unknown object, predicting its context and associated
details is still challenging.

(a) Room 1 spatial data representation (b) Room 2 spatial data representation

Fig. 1: Visual representation of spatial data (mesh) captured using Microsoft HoloLens

In an AR space, object recognition can be achieved either by using a 1)phys-
ical marker (or with the help of another physical element like a Bluetooth bea-
con), or by 2)direct object recognition (markerless AR). These markerless AR
techniques use a combination of dedicated sensors, depth cameras, object recog-
nition algorithms and environmental mapping algorithms to detect and map the
real-world environment with objects [27]. However, Hammady et al. point to the
possibility of even hybrid techniques. Further, the AR device has to know about
its position in the world along with the awareness of its physical space [27]. For
this purpose, AR devices use a technique called spatial mapping (also called 3D
reconstruction) which maps the physical environment in order to blend the real
and virtual worlds. This mapping helps the device to differentiate its physical
locations and display virtual objects accordingly. It calculates this through the
spatial relationship between itself and multiple key points. This process is called
“Simultaneous Localization and Mapping (SLAM)” [6]. Figure 1 shows a spatial
mapping mesh captured using Microsoft HL 1. It is also important to notice that
spatial mapping provides a detailed representation of real-world surfaces which
creates a 3D map of the environment [46] and as the user manoeuvres through
space or objects move around, the mesh is updated to reflect the boundaries
of the environment. Therefore, the device can understand and interact with the
real world accordingly.

Spatial Mapping is identified as one of those capabilities that make the HL
stand out from other AR HMDs. Yet, developers do not have direct access to
the raw data of this mesh created by HL [41]. It is, however, possible to view the
generated mesh and develop further on top of it and save it against a particular
location as a visual representation [41]. However, HL only operates with a 3D
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mesh created by another HL and does not support the 3D meshes created by
other devices or SLAM algorithms in general.

The following section analyzes the capabilities of using Microsoft HL for
object detection with location awareness.

A
B

Fig. 2: Categorizations of devices and indoor environments

A:Known Devices, A':Unknown/New Devices (A' is everything that is not included in
the set A), B:Mapped Environments, B':Unmapped/New Environments (B' is

everything that is not included in the set B)

Our analysis was conducted under four major conditions. HL capabilities
were analysed in detecting and interacting with a smart device when the HL is
in 1)known environment with known smart devices. 2)Known environment with
unknown devices 3)Unknown environment with known devices and 4)Unknown
environment with unknown devices.

If the given environment is previously mapped (using an HL) and the smart
devices are known (refer to scenario B ∩ A in Figure 2), then the HL itself can
be used to interact with those objects (again) with contextual information such
as location. With HL1 a gaze pointer can be used whereas with HL2 eye tracking
will be available3 to make the interaction more natural (noninvasive).

If the given environment is not mapped (using a HL) and the smart de-
vices are known (scenario B' ∩ A), then the HL can use object detection al-
gorithms (such as OpenCV [54], YOLO [57] etc.) without their context de-
tails. In this type of situation, objects could be labelled with physical markers
to bind context-specific information. Additionally, beacons are another option
which could be considered a solution to address this type of situation to provide
context-awareness. In the AR domain beacons are commonly used to aide AR
applications [24,53,55]

Even if the environment is mapped (using a HL) the smart devices could
be unknown (that is object detection algorithms are not trained with a specific
object’s data previously), then it is not possible to interact with the smart devices
by only using HL (scenario A' ∩ B). In this situation, again if the smart devices

3 HoloLens 2-Overview, Features, and Specs: Microsoft HoloLens (https://www.microsoft.com/en-
us/hololens/hardware)
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can be physically labelled (using markers or trackers) the contextual information
could be attached to these markers.

Finally, if the given environment is not mapped (using a HL) and the smart
devices are unknown (scenario A' ∩ B'), then it is not feasible to establish an
interaction with a smart device with contextual information by only using HL.
In such situations HL must pair with another physical element. Again, beacons
and markers could be used to address the problem.

Table 1 summarizes the capabilities of Microsoft HL to interact with a smart
device with contextual information, without the help of another physical element.
Except for B ∩ A in which a prior authoring is conducted, all the other three
scenarios need assistance of a beacon/physical marker along with a semantic
description or visual recognition of the object and/or its position using semantic
descriptions of either or both of these, i.e. the physical characteristics and/or its
positional characteristics.

Table 1: Summary of HoloLens object recognition.

Scenario
Environment
is mapped
using a
HL

Objects
are known

HL itself can
be used to

Has
contextual
awareness

Need
the help
of beacons

Need the
help of
physical
markers

Detect
objects

Interact
with objects

B ∩ A
√ √ √ √ √

B’ ∩ A
√ √ √ √

*

B ∩ A’
√ √ √

B’ ∩ A’
√

* Optional. It is possible only with beacons, without markers.

Looking at question 1 again, it is clear that for HL to detect a smart device
with its context, a pre-authoring process is essential. Therefore, either a physical
marker creation or configuring a beacon with contextual data will require deep
knowledge of AR and the suitable technology. This process includes collection,
modeling, reasoning, and distribution of context-related information in relation
to a smart device. This makes it a challenging and difficult task to build an
AR application which will suit any given indoor environment in general. Thus,
AR devices, applications and other relevant equipment needs to be authored
to suit its application environment. This creates the necessity of an easy-to-use
authoring tool.

The majority of currently available AR authoring tools, software, libraries
and frameworks provide rich capabilities, but require advanced programming
skills to use them [48]. There are a very few simple and easy-to-use author-
ing tools for non-technical users [48]. Yet, only very limited research has been
conducted to building an easy-to-use AR authoring tool with the capability of
adding contextual awareness.
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3 Importance of Context

Humans can glance at objects and instantly identify or recognize them along
with associated details, their location, and means and methods of interaction
yet could struggle when the objects are unknown/unfamiliar or have a similar
resemblance to another [65]. For instance, how many times one struggles to
locate the exact room key among an unlabeled bunch of keys? Therefore, the
contextual knowledge of an object is important to establish effective interaction
with the same.

With the introduction of the term ‘ubiquitous computing’ by Mark Weiser
in his seminal paper ‘The Computer for the 21st Century’ in 1991 [67], context-
aware computing became a popular research area [51]. The term ‘context-aware’
was first used by Schilit et al. [51,61] in 1994. Thereafter many researchers at-
tempted to address this concept in various applications and domains. According
to Abowd et al. “Context is any information that can be used to characterise
the situation of an entity. An entity is a person, place, or object that is con-
sidered relevant to the interaction between a user and an application, including
the user and applications themselves” [1]. In HSI, the main concern is to present
users with relevant and timely smart device data. Detection of sensors and then
identifying and segmenting them according to the relevancy of the context is
the best possible way of addressing this problem. To do this, we have to identify
each smart device relevant to its context because the same device can be used for
different purposes in indifferent contexts. Therefore the presentation technique
(i.e. AR in our case) must identify the smart devices within their context.

Yet, we identified several challenges when addressing this problem such as;
1) how to identify an exact device that a user is gazing at; 2) how to distinguish
similar-looking devices from each other; 3) how to model the device-specific
information; and 4) how to change the interaction based on user preferences,
location, time etc. Therefore, to present appropriate information related to each
and every smart device, it is important to identify these smart devices within
their context, which incorporates aspects such as indoor/outdoor location, user
preferences, date and time, device capabilities etc. Detecting a physical device
with its context is ongoing research in HSI and a complex interaction design
challenge. Based on a literature review, we identified that the use of semantic
Web technologies blended with AR provides a promising direction in solving this
problem.

4 Incorporation of semantic Web technologies

According to J. Manyika et al., interoperability among IoT systems is required
to capture 40% of the total potential value through the use of IoT [45]. Accord-
ing to their research, there is a more than $4 trillion per year potential economic
impact from IoT use in 2025, out of the total potential impact of $11.1 tril-
lion predicted [45]. Recently, semantic Web technologies have been integrated
in IoT with the aim of addressing interoperability challenges and reducing the
heterogeneity in the domain [7,25].
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The semantic Web is a term proposed by Tim Berners-Lee [10] “has been
conceived as an extension of the World Wide Web that allows computers to intel-
ligently search, combine and process Web content based on the meaning that this
content has to humans” [29]. The semantic Web is aiming to provide a universal
framework that allows data to be shared and reused across systems. It decouples
applications from data through the use of an abstract model for knowledge rep-
resentation [59]. Therefore, any application/system that understands the model
can consume any data source that uses this model which in turn helps to address
the problem of heterogeneity. By looking at the vast majority of manufacturers
in the IoT domain and their heterogeneity, this type of knowledge representation
model could provide a promising direction in providing a better HSI.

Using semantic Web technologies we can endow smart devices with their
semantics (i.e. their intended use, capabilities and purpose). Thus, combining
that information with contextual data allows to specify which conclusion should
be drawn and then what information should be augmented and visualized (via
an AR interface) to users to get an idea on what the smart device is for and how
to interact with it.

There is a growing interest in the area of blending semantic with IoT and
AR. Rumiski et al.’s findings suggest that an application of semantic Web tech-
niques can be an efficient solution to search contextually described distributed
resources constituting interactive AR presentations [60]. Further, Rumiski et al.
have developed a semantic model for distributed AR services and built ubiqui-
tous dynamic AR presentations based on semantically described AR services in
a contextual manner. Yet, their work concerns integrating distributed services
in AR, but does not focus on addressing the problem of maximizing the user
experience in HSI, when humans are compelled to use multiple unfamiliar de-
vices. However, the following researches addressed the user experience aspects
in interactions. FarmAR by Katsaros et al. exploit AR technology to identify
plants and to augment useful information to farmers. Their system is based on
a knowledge base which consists of an ontology that describes information con-
cerning the plant, such as its common scientific name and frequent plant diseases
etc. [35]. Contreras et al. present a mobile application for searching places, people
and events within a university campus. In their work they leverage semantic Web
and AR to provide an application with a high degree of query expressiveness and
an enhanced user experience [19]. In both Katsaros and Contreras approaches
they have incorporated semantic Web technologies, yet their approaches do not
consider contextual information. Further, they have used a handheld display
(HHD) instead of AR HMDs which will create different UX in HSI.

L. Cheng et al.’s works shows that embedding semantic understanding with
Mixed Reality (MR) can greatly enhance the user experience by helping to under-
stand object-specific behaviours [17]. L. Cheng et. al demonstrate a framework
for a material-aware prototype system for generating context-aware physical in-
teractions between the real and the virtual objects. However, the focus of their
research is on material understanding and its semantic fusion with the virtual
scene in a MR environment hence not addressing HSI. Further looking at the
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context awareness, Hoque et al. have proposed a generic context model based on
ontology and reasoning techniques in the smart home domain [30]. Zhu J. et al.
have proposed a framework specifically designed for an assisted maintenance sys-
tem in which they have incorporated context-aware AR in their research with
semantic Web technologies to provide information that is more useful to the
user [71]. Their main focus is towards a context aware AR authoring tool. Fur-
ther, Flatt. H et al’s proposed a framework towards a context-aware assistance
system for maintenance applications in smart factories [21]. The central element
of this approach is an ontology-based context-aware framework, which aggre-
gates and processes data from different sources. Yet, their application is towards
HHD AR and not addressing the HSI challenges. Thus, it is observed that, HSI
and improving UX is not a concern in their work.

5 Blend of semantic Web technology with AR for context
awareness

As per our literature review, the use of semantic Web technologies has provided
a promising direction to add meaningful contextual information to AR presen-
tations [59]. In this section, we explain the knowledge modeling approach.

Seydoux et al.s analysis of existing ontologies related to IoT, concludes that
“some of the IoT ontologies cover most of the key concepts but none of them
covers them all” [62]. Therefore, in our investigation we consider a combination
of several ontologies like the DogOnt [14] which “aims at offering a uniform,
extensible model for all devices being part of a local Internet of Things inside
a smart environment”, the Semantic Sensor Network (SSN) ontology [18], and
the IoT-Lite ontology [9] which “is a lightweight ontology to represent Internet
of Things (IoT) resources, entities and services. IoT-Lite is an instantiation of
the SSN ontology”, OneM2M [9] and IoT-O [62] which are widely used in IoT
domain ontologies.

Preserving semantic Web best practices of reusability, instead of developing
an ontology from scratch we analysed existing IoT ontologies to identify the
suitability of using an existing knowledge model. Prior to this, as explained in
section 2.2, we did an analysis of AR HMD to identify its limitations when han-
dling contextual data and then to see whether we could use knowledge modeling
to address those limitations. Our conclusion was, that except for B ∩ A (as
described in Table 1) in all the other cases AR HMD itself could not resolve
contextual data.

Therefore, firstly we identified the main contextual information that we re-
quired to blend with AR application in order to provide a better UX in HSI. As
per our analysis, indoor/outdoor location, device capabilities and user informa-
tion(users) are the high level concepts that are required. Secondly we investigate
on suitable methods/ontologies to model these knowledge/concepts. Further,
this knowledge model will be decoupled from the AR application which makes it
customizable to different use cases/scenarios, without affecting the functionality
of AR application.
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In our roadmap, firstly we need to model a smart device which could be
either a sensor or an actuator or both. Therefore, we require a combined and
also a separated representation for sensors and actuators. Next, these device
capabilities which could be either an observable property or an actuatable prop-
erty, respectively need to be modelled. Presenting these capabilities to a user
could vary based on the device location, user preferences and features of inter-
est. Therefore these three are the next required modelling concepts. Further,
in our investigation, we are researching on how to interact with a smart device
using NUIs like gestures. Therefore, human gestures is another concept that we
need to consider.

By looking at the conceptual requirements, we designed a high level concept
overlapping diagram (See Figure 3) to identify the type of ontologies that we
need to consider. This diagram depicts the cluster of concepts that are related
to the domain of IoT. Each circle indicates the required concept and different
colours depict the current representation level of these concepts within existing
IoT ontologies. After identifying the required concepts we started analysing the
existing IoT ontologies to see their adaptability. Table 2 below shows our analysis
results.

Human 
Gestures

Indoor/Outdoor 
Location

Sensors

Actuators

Actuatable 
Properties

Observable 
Properties

Features of 
Interest

Device
Capabilities

Devices

User 
Preferences

Users

Concepts which are covered
by existing ontologies

Concepts which are not
covered by existing
ontologies adequately

Concepts which are partially
covered by existing
ontologies

Fig. 3: Concept coverage in context aware IoT ontology development

Most of these ontologies are capable of modeling the knowledge specific to a
device, sensor, actuator, and their capabilities and the location. However, user
preferences and human gestures are not addressed directly in any of these on-
tologies. Even outside of the IoT domain, ontologies that define device users and
potential interaction locations are rare. For example, Nazer et al. have defined
a user’s profile ontology, yet it is a use case ontology which aims at providing
personalized food and nutrition recommendations [2]. Thus, there is a necessity
for a global ontology to model user related and human hand gestures related
knowledge. Table 2 summarized the fact that, we can reuse and merge some IoT
ontologies to fulfil part of our conceptual requirements, yet user preferences and
hand gestures modeling need to be further investigated to avoid redefinition as
much as possible.
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Table 2: Summary of existing IoT ontology evaluation.

Device
Device
Capabilities

Actuators
Actuator
Capabilities

Sensors
Sensor
Capabilities

Location User
User
Preferences

Features
of Interest

Human
Gestures

SSN
√ √ √ √ √ √ √

IoT-Lite
√ √ √ √ √ √

oneM2M
√ √

IoT-O
√ √ √ √ √ √

*
√

DogOnt
√ √ √ √ √

*Supported by an external ontology module.

6 Discussion

In this section we discuss the high-level process flow and highlight some of the
potential challenges when establishing human device interactions in the IoT.

As the intention of the research is to maximize the UX by enabling an effective
human - device interaction when a user wears an AR HMD, the visualized content
has to be personalised to a specific user. For this, an AR device should be able
to identify its user and associated information such as the user’s preferences. A
user study needs to assess natural interaction patterns and the results need to be
encoded in an ontology. A study on how users naturally interact with unfamiliar
devices and their behaviours. The intention is to identify/generalize ways to make
human device interaction more intuitive and noninvasive. The user interaction
data itself will then be captured and stored/updated accordingly as ontology
instances. If it is a first-time user there will be no data recorded about previous
interactions. Therefore, the AR application would not have the needed guidance
on the user. The aim of studying user interactions is to reduce redundancy
(by reusing previously stored interactions). When the information related to a
user is processed, privacy and security is a concern. Proper authentication and
authorization mechanisms need to be used when querying user specific data in
the knowledge model. Therefore the specific requirements on privacy and security
need to be further analysed in the long run.

Once the AR application is capable of identifying the user, the next concern
is the device identification process. Based on the object recognition efficiency of
the AR HMD, either a marker based or direct object recognition based or hybrid
approach could be chosen. This needs to be further explored. If a marker based
approach is selected, physical markers need to be pre-configured with a unique
device identifier and their location information. This creates the necessity of an
authoring task. In either cases, with a physical marker-based or direct object
detection approach, there is the potential of facing processing delays. This could
be due to the AR HMD’s capability of recognizing a marker or an object as well
as the size of information stored in the knowledge model (query time). Looking
at the potential size of data sets, it is not feasible to store the data on the AR
device. Thus, this creates the necessity of storing data in the cloud which brings
the concern of network latency as well.

Once the smart device and user are identified, the relationships between the
device and the user and previous interactions need to be identified. In this stage,
an identified device could fall into one of the following categories.
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1. Previously seen but not interacted with
2. Previously seen and successfully interacted with
3. Previously seen and unsuccessfully interacted with
4. Previously unseen and not interacted with

These information along with location details will be utilized when deciding
which content to be displayed to the user.

Once the content is displayed, users will start interacting with the smart
devices. Then the next concern is the human gesture interpretation process.
Microsoft HL 1 has built-in functionality to recognize a restricted number of
gestures whereas in Microsoft HL 2 this has been extended. [40]. Interpreting the
meaning of hand gestures in accordance with a device-capability again requires
to query the knowledge model related to human hand gestures. To the best of
our knowledge, there is no study or ontology available that describes natural
user behaviours when they are confronted with unfamiliar devices for the first
time. These behaviours are most likely also culturally different, i.e. switches,
for example, operate in opposite directions in different countries. Thus, human
gestures could be changed based on personal preferences, geography and health
conditions of a user. Therefore, the knowledge model is more important than a
rigid mapping of device capabilities against fixed/defined hand gestures. Figure
4 shows a summary of overall process as flow in the roadmap.

User
Identification

Smart device
recognition/identification

AR device needs to
recognise the smart
device user is gazing
at.
Options are to use
marker based AR
techniques or direct
object recognitions or
hybrid approach.

Personalising content
for the user 

Identifying the
connection/relationship
between the user and
the associated
information of a smart
device, displayed
content needs to be
personalised .

AR HMD needs to
identify its user details
in a privacy
preserving manner
If an existing user, then
AR device needs to
identify associated
information such as the
user's preferences

User input recognition Establishing
communication

User gestures could
vary due to different
reasons.
Thus user gestures
needs to be
interpret in
accordance with a
device-capabilities.

Peer to peer
communication
techniques such as
web Bluetooth is a
potential option.

Fig. 4: High-level process flow of proposed roadmap

This AR based interaction technique needs to be evaluated against the com-
monly used, voice-based human sensor interaction methods such as Google Home
or Amazon echo dot to assess whether users would like to wear a pair of AR
glasses and to interact with smart devices.

It is important to know that, lighting conditions, distance between the phys-
ical marker/device and the AR HMD, can create delays when identifying a de-
vice. Yet, these devices are rapidly evolving and their capabilities are enhanced,
addressing these limitations.

Hardware is also getting more user friendly and there are already wearables
available that are similar to a pair of shades with AR features and function-
ality [58]. There are many ways of detecting hand gestures with the help of
many industrial equipment such as Myo [4], the Leap motion [33], hand tracking
gloves etc. These could be incorporated to reduce the invasiveness created by
the hardware designs.
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Finally, an easy-to-use authoring tool is additional benefit for this work. In
our future research we are planning to investigate on how we can build such an
authoring tool so that a general user can configure their environment. Further,
merging real-time sensor data along with AR HMD sensor readings could help
to provide real-time contextual data.

7 Conclusion

This paper presents a roadmap on how augmented reality could be used in
combination with semantic Web technologies as a powerful interaction technique
that yields a new types of user experience with the Internet-of-Things. The
proposed methodology uses semantic Web technologies to produce context-aware
interactions in AR presentations. Our key insight to build context awareness
through ontologies is not only to enhance a user experience through device-
specific behaviours but also to pave the way for solving complex interaction
design challenges in HSI. We are planning to conduct quantitative and qualitative
evaluations for the proposed methodology, and based on the results of these
studies intend to show how this framework could further be enhanced to provide
user friendly authoring interfaces for the purpose of creating context-aware AR
presentations.
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